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Figure 1. WIND measurements for the solar wind data 
for May 19, 199õ in GSM coordinates from 1300 UT to 
1700 UT during the POLAR-MFE measurements. The 
solar wind number density and z component of veloc- 
ity shown in the upper panels were nearly constant at 
10 cm -a and 355 km s- • respectively. The lower three 
panels show the components of the !MF in nT. The 
plots are lagged by 25 minutes to allow for solar wind 
propagation from the WIND position to the simulation 
upstream boundary. 

point, m 100 RE upstream, to the upstream simula- 
tion boundary at a•- 25 RE in solar magnetospheric 
(SM) coordinates. For this simulation the measured so- 
lar wind and the IMF time series shown in Figure 1 
were simply lagged by 25 minutes. The solar wind vec- 
tor quantities were transformed into the simulation SM 
coordinates with only the IMF By and Bz SM com- 
ponents retained to keep from introducing a divergent 
magnetic field into the simulation mesh. It is satisfying 
that the simple method chosen worked so well. 

Results 

The primary result of this study is shown in Fig- 
ure 2. It shows the residual between the POLAR-MFE 
measured field and the Internal Geomagnetic Reference 
Field (IGRF) and the residual between the simulation 
field and the simulation dipole along the spacecraft or- 
bit as dashed and solid lines,respectively. The IGRF 
and the dipole are the base magnetic field models with- 
out any external disturbing currents for the Earth and 
the simulation, respectively. The agreement between 
the curves is remarkable. The field magnitude residuals 
in the lower panel clearly show the field depression as- 
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Figure 2. The comparison of the MFE magnetic mea- 
surements and the simulation magnetic field along the 
POLAR spacecraft trajectory. The curves shown in the 
top three panels are the residual between the MFE-field 
components and the IGRF magnetic model and the 
residual between the simulation field components and 
the model dipole field as dashed and solid lines, respec- 
tively. The lower panel compares the simulation and 
measured residuals of the magnetic field magnitude. 

sociated with the cusp just after 1400 UT. The curves 
for all of the components also follow each other faith- 
fully with the differences between the residuals gener- 
ally being about 10 nT. In the cases of the Bz and 
Bz components, this residual is small compared to the 
> 100 nT magnitude of the field components themselves. 
In contrast, the By component field is larger than the 
model field and indicates the passage of the POLAR 
orbit through the FAC system. The field deflections 
indicate passage through a narrow upward current fol- 
lowed by an adjacent broader downward current. The 
narrow upward current is broader than the measured 
current sheet owing to the limited numerical resolution 
(it is resolved in 3 cells). More important physically is 
the matching magnitude of the field deflections indicat- 
ing that the sheet current magnitude in the simulation 
and in the measurement are the same. 

In order to aid the discussion of the results, Figure 3 
shows snapshots of the simulation FAC in the north po- 
lar ionosphere during the pass. The series of snapshots 
show the evolution of the currents caused by the chang- 
ing IMF beginning before POLAR entered the FAC re- 
gion and ending after POLAR leaves. The first three 
snapshots show a relatively steady current system ap- 
propriate for IMF By negative. The second three show 
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Figure 3. Plots of the simulation ionospheric field- 
aligned current density at geomagnetic latitudes from 
60 o to the pole at • 20 minute intervals during the 
POLAR, measurements. The contour intervals are 
0.2 pamp m -2 and the black and gray contours show 
upward and downward current, respectively. The ap- 
proximate field line projection of POLAR, is shown by 
the x in each image. 

the gradual evolution of the currents as the IMF steadily 
rotates to strongly northward; and the last three show 
the recovery of the currents for dawnward IMF after 
it snaps back to its initial direction as seen at .• 1520 
UT in Figure 1. The POLAR, trajectory enters the FAC 
system from lower latitudes at 1030 magnetic local time 
(MLT) and passes almost directly over the geomagnetic 
pole. Its footprint is indicated by the x in each contour 
plot. The POLAR, orbit goes from (2.0, 0.8, 4.5) at 1400 
UT to (0.3, 0.1, 7.5) R,E at 1600 UT in SM coordinates. 

Discussion 

The broad agreement shown between the simulation 
magnetic field and the measured magnetic field shown in 
Figure 2 and the morphology and evolution shown in the 
simulation FACs seen in Figure 3 have important im- 
plications for solar wind-magnetøsphere coupling. Be- 
cause of the high degree of agreement between the simu- 
lation and the measurement, we can use the simulation 
to guide our interpretation of the POLAR-MFE mea- 
surements. It is important that the reader recognize 
thai the magnetosphere was in a very ordinary state 
during the measurements. The solar wind density and 
velocity are nominal and the IMF had a predominantly 
negative // component of about 5 nT. Moreover, the 
magnetospheric cross-polar potential is between 50 and 
100 kV except when the IMF turns strongly northward 
leading to a smaller value. 

The FAC patterns, in Figure 3, responsible for the 
good agreement seen in Figure 2 are different from the 
average statistical patterns of NBZ, Region 1, and R,e- 
gion 2 currents [Iijirna, 1984; Iijirna and Poternra, 1978; 
Iijirna and Poternra, 1976; and Erlandson et al., 1988]. 
The evening upward Region I current sheet is seen to 
extend well into the morning sector in Figure 3, much 
farther than reported by Erlandson et al. The morning 
downward Region I sheet is seen only nightward of the 
0600 MLT meridian. The dayside downward current is 
well poleward of the Region I sheet. We would em- 
phasize again, this is a very normal state for the solar 
wind-magnetosphere coupling and the simulation FAC 
systems. Situated between the dayside morning cur- 
rents in Figure 3 is the well known Svalgard-Mansurov 
ionospheric Hall current channel and the so-called con- 
vection throat. Prenoon, the convection is primarily 
a zonal flow, sunward and duskward. The channel is 
the ionospheric signature of the dayside merging pro- 
cess and the FAC patterns seen in Figure 3. 

In the top row of current plots, the ionospheric foot- 
print of the merging region lies at about 800 geomag- 
netic latitude (GML) and 0900 MLT between the end of 
the Region I upward sheet and the downward current at 
higher latitudes. The dayside open-closed field topolog- 
ical boundary is imbedded in the poleward region of the 
upward current sheet at about 800 G ML. We note that 
POLAR electron data show magnetosheath energy (60- 
80 eV) and density (20-32 cm -3) typical of the cusp at 
• 1415- 1430 UT (private communication or. Scudder, 
1997). The dayside morning downward current lies on 
open field lines. As the IMF rotates northward in the 
second row of plots, the morning upward current sheet 
evolves poleward and nightward until by 1528 UT the 
merging gap is situated on the 0600 MLT meridian at 
about 870 GML. Evidently, the evening Region 1 cur- 
rent sheet extended across noon into the morning sector 
and evolved continuously and smoothly into an upward 
morning NBZ current in direct response to changes in 
the magnetic merging geometry as the IMF rotates 
strongly northward. The 1528 UT current plot also 
shows the creation of a new downward morning Region 
I current sheet which has its origin in a reconnection 
driven low-latitude boundary layer [Song and Russell, 
1992; Fedder and L•.lon, 1995]. This evolution, which 
is in agreement with the POLAR,-MFE measurements, 
does not easily fit into the accepted classification scheme 
of Region 1, Region 0, NBZ, and cusp/cleft/mantle cur- 
rents as distinct systems. The simulations show that the 
difference between dayside Region 1, Region 0, NBZ, 
and cusp/cleft/mantle current systems is the merging 
geometry. The dynamo (source) for the currents is the 
bow shock; the load is the dayside Pedersen conduc- 
tance. The major physical difference in the current sys- 
tems is the magnetic geometry created by the merging 
process. 

A clear difference between the simulation results and 
the MFE measurements is the latitudinal width of the 
upward FAC. The sheet thickness is under-resolved but 
represents the best achievable with our current com- 
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Figure 1. WIND measurements for the solar wind data 
for May 19, 199õ in GSM coordinates from 1300 UT to 
1700 UT during the POLAR-MFE measurements. The 
solar wind number density and z component of veloc- 
ity shown in the upper panels were nearly constant at 
10 cm -a and 355 km s- • respectively. The lower three 
panels show the components of the !MF in nT. The 
plots are lagged by 25 minutes to allow for solar wind 
propagation from the WIND position to the simulation 
upstream boundary. 

point, m 100 RE upstream, to the upstream simula- 
tion boundary at a•- 25 RE in solar magnetospheric 
(SM) coordinates. For this simulation the measured so- 
lar wind and the IMF time series shown in Figure 1 
were simply lagged by 25 minutes. The solar wind vec- 
tor quantities were transformed into the simulation SM 
coordinates with only the IMF By and Bz SM com- 
ponents retained to keep from introducing a divergent 
magnetic field into the simulation mesh. It is satisfying 
that the simple method chosen worked so well. 

Results 

The primary result of this study is shown in Fig- 
ure 2. It shows the residual between the POLAR-MFE 
measured field and the Internal Geomagnetic Reference 
Field (IGRF) and the residual between the simulation 
field and the simulation dipole along the spacecraft or- 
bit as dashed and solid lines,respectively. The IGRF 
and the dipole are the base magnetic field models with- 
out any external disturbing currents for the Earth and 
the simulation, respectively. The agreement between 
the curves is remarkable. The field magnitude residuals 
in the lower panel clearly show the field depression as- 
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Figure 2. The comparison of the MFE magnetic mea- 
surements and the simulation magnetic field along the 
POLAR spacecraft trajectory. The curves shown in the 
top three panels are the residual between the MFE-field 
components and the IGRF magnetic model and the 
residual between the simulation field components and 
the model dipole field as dashed and solid lines, respec- 
tively. The lower panel compares the simulation and 
measured residuals of the magnetic field magnitude. 

sociated with the cusp just after 1400 UT. The curves 
for all of the components also follow each other faith- 
fully with the differences between the residuals gener- 
ally being about 10 nT. In the cases of the Bz and 
Bz components, this residual is small compared to the 
> 100 nT magnitude of the field components themselves. 
In contrast, the By component field is larger than the 
model field and indicates the passage of the POLAR 
orbit through the FAC system. The field deflections 
indicate passage through a narrow upward current fol- 
lowed by an adjacent broader downward current. The 
narrow upward current is broader than the measured 
current sheet owing to the limited numerical resolution 
(it is resolved in 3 cells). More important physically is 
the matching magnitude of the field deflections indicat- 
ing that the sheet current magnitude in the simulation 
and in the measurement are the same. 

In order to aid the discussion of the results, Figure 3 
shows snapshots of the simulation FAC in the north po- 
lar ionosphere during the pass. The series of snapshots 
show the evolution of the currents caused by the chang- 
ing IMF beginning before POLAR entered the FAC re- 
gion and ending after POLAR leaves. The first three 
snapshots show a relatively steady current system ap- 
propriate for IMF By negative. The second three show 
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Figure 3. Plots of the simulation ionospheric field- 
aligned current density at geomagnetic latitudes from 
60 o to the pole at • 20 minute intervals during the 
POLAR, measurements. The contour intervals are 
0.2 pamp m -2 and the black and gray contours show 
upward and downward current, respectively. The ap- 
proximate field line projection of POLAR, is shown by 
the x in each image. 

the gradual evolution of the currents as the IMF steadily 
rotates to strongly northward; and the last three show 
the recovery of the currents for dawnward IMF after 
it snaps back to its initial direction as seen at .• 1520 
UT in Figure 1. The POLAR, trajectory enters the FAC 
system from lower latitudes at 1030 magnetic local time 
(MLT) and passes almost directly over the geomagnetic 
pole. Its footprint is indicated by the x in each contour 
plot. The POLAR, orbit goes from (2.0, 0.8, 4.5) at 1400 
UT to (0.3, 0.1, 7.5) R,E at 1600 UT in SM coordinates. 

Discussion 

The broad agreement shown between the simulation 
magnetic field and the measured magnetic field shown in 
Figure 2 and the morphology and evolution shown in the 
simulation FACs seen in Figure 3 have important im- 
plications for solar wind-magnetøsphere coupling. Be- 
cause of the high degree of agreement between the simu- 
lation and the measurement, we can use the simulation 
to guide our interpretation of the POLAR-MFE mea- 
surements. It is important that the reader recognize 
thai the magnetosphere was in a very ordinary state 
during the measurements. The solar wind density and 
velocity are nominal and the IMF had a predominantly 
negative // component of about 5 nT. Moreover, the 
magnetospheric cross-polar potential is between 50 and 
100 kV except when the IMF turns strongly northward 
leading to a smaller value. 

The FAC patterns, in Figure 3, responsible for the 
good agreement seen in Figure 2 are different from the 
average statistical patterns of NBZ, Region 1, and R,e- 
gion 2 currents [Iijirna, 1984; Iijirna and Poternra, 1978; 
Iijirna and Poternra, 1976; and Erlandson et al., 1988]. 
The evening upward Region I current sheet is seen to 
extend well into the morning sector in Figure 3, much 
farther than reported by Erlandson et al. The morning 
downward Region I sheet is seen only nightward of the 
0600 MLT meridian. The dayside downward current is 
well poleward of the Region I sheet. We would em- 
phasize again, this is a very normal state for the solar 
wind-magnetosphere coupling and the simulation FAC 
systems. Situated between the dayside morning cur- 
rents in Figure 3 is the well known Svalgard-Mansurov 
ionospheric Hall current channel and the so-called con- 
vection throat. Prenoon, the convection is primarily 
a zonal flow, sunward and duskward. The channel is 
the ionospheric signature of the dayside merging pro- 
cess and the FAC patterns seen in Figure 3. 

In the top row of current plots, the ionospheric foot- 
print of the merging region lies at about 800 geomag- 
netic latitude (GML) and 0900 MLT between the end of 
the Region I upward sheet and the downward current at 
higher latitudes. The dayside open-closed field topolog- 
ical boundary is imbedded in the poleward region of the 
upward current sheet at about 800 G ML. We note that 
POLAR electron data show magnetosheath energy (60- 
80 eV) and density (20-32 cm -3) typical of the cusp at 
• 1415- 1430 UT (private communication or. Scudder, 
1997). The dayside morning downward current lies on 
open field lines. As the IMF rotates northward in the 
second row of plots, the morning upward current sheet 
evolves poleward and nightward until by 1528 UT the 
merging gap is situated on the 0600 MLT meridian at 
about 870 GML. Evidently, the evening Region 1 cur- 
rent sheet extended across noon into the morning sector 
and evolved continuously and smoothly into an upward 
morning NBZ current in direct response to changes in 
the magnetic merging geometry as the IMF rotates 
strongly northward. The 1528 UT current plot also 
shows the creation of a new downward morning Region 
I current sheet which has its origin in a reconnection 
driven low-latitude boundary layer [Song and Russell, 
1992; Fedder and L•.lon, 1995]. This evolution, which 
is in agreement with the POLAR,-MFE measurements, 
does not easily fit into the accepted classification scheme 
of Region 1, Region 0, NBZ, and cusp/cleft/mantle cur- 
rents as distinct systems. The simulations show that the 
difference between dayside Region 1, Region 0, NBZ, 
and cusp/cleft/mantle current systems is the merging 
geometry. The dynamo (source) for the currents is the 
bow shock; the load is the dayside Pedersen conduc- 
tance. The major physical difference in the current sys- 
tems is the magnetic geometry created by the merging 
process. 

A clear difference between the simulation results and 
the MFE measurements is the latitudinal width of the 
upward FAC. The sheet thickness is under-resolved but 
represents the best achievable with our current com- 
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Figure 1. WIND measurements for the solar wind data 
for May 19, 199õ in GSM coordinates from 1300 UT to 
1700 UT during the POLAR-MFE measurements. The 
solar wind number density and z component of veloc- 
ity shown in the upper panels were nearly constant at 
10 cm -a and 355 km s- • respectively. The lower three 
panels show the components of the !MF in nT. The 
plots are lagged by 25 minutes to allow for solar wind 
propagation from the WIND position to the simulation 
upstream boundary. 

point, m 100 RE upstream, to the upstream simula- 
tion boundary at a•- 25 RE in solar magnetospheric 
(SM) coordinates. For this simulation the measured so- 
lar wind and the IMF time series shown in Figure 1 
were simply lagged by 25 minutes. The solar wind vec- 
tor quantities were transformed into the simulation SM 
coordinates with only the IMF By and Bz SM com- 
ponents retained to keep from introducing a divergent 
magnetic field into the simulation mesh. It is satisfying 
that the simple method chosen worked so well. 

Results 

The primary result of this study is shown in Fig- 
ure 2. It shows the residual between the POLAR-MFE 
measured field and the Internal Geomagnetic Reference 
Field (IGRF) and the residual between the simulation 
field and the simulation dipole along the spacecraft or- 
bit as dashed and solid lines,respectively. The IGRF 
and the dipole are the base magnetic field models with- 
out any external disturbing currents for the Earth and 
the simulation, respectively. The agreement between 
the curves is remarkable. The field magnitude residuals 
in the lower panel clearly show the field depression as- 
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Figure 2. The comparison of the MFE magnetic mea- 
surements and the simulation magnetic field along the 
POLAR spacecraft trajectory. The curves shown in the 
top three panels are the residual between the MFE-field 
components and the IGRF magnetic model and the 
residual between the simulation field components and 
the model dipole field as dashed and solid lines, respec- 
tively. The lower panel compares the simulation and 
measured residuals of the magnetic field magnitude. 

sociated with the cusp just after 1400 UT. The curves 
for all of the components also follow each other faith- 
fully with the differences between the residuals gener- 
ally being about 10 nT. In the cases of the Bz and 
Bz components, this residual is small compared to the 
> 100 nT magnitude of the field components themselves. 
In contrast, the By component field is larger than the 
model field and indicates the passage of the POLAR 
orbit through the FAC system. The field deflections 
indicate passage through a narrow upward current fol- 
lowed by an adjacent broader downward current. The 
narrow upward current is broader than the measured 
current sheet owing to the limited numerical resolution 
(it is resolved in 3 cells). More important physically is 
the matching magnitude of the field deflections indicat- 
ing that the sheet current magnitude in the simulation 
and in the measurement are the same. 

In order to aid the discussion of the results, Figure 3 
shows snapshots of the simulation FAC in the north po- 
lar ionosphere during the pass. The series of snapshots 
show the evolution of the currents caused by the chang- 
ing IMF beginning before POLAR entered the FAC re- 
gion and ending after POLAR leaves. The first three 
snapshots show a relatively steady current system ap- 
propriate for IMF By negative. The second three show 
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Figure 3. Plots of the simulation ionospheric field- 
aligned current density at geomagnetic latitudes from 
60 o to the pole at • 20 minute intervals during the 
POLAR, measurements. The contour intervals are 
0.2 pamp m -2 and the black and gray contours show 
upward and downward current, respectively. The ap- 
proximate field line projection of POLAR, is shown by 
the x in each image. 

the gradual evolution of the currents as the IMF steadily 
rotates to strongly northward; and the last three show 
the recovery of the currents for dawnward IMF after 
it snaps back to its initial direction as seen at .• 1520 
UT in Figure 1. The POLAR, trajectory enters the FAC 
system from lower latitudes at 1030 magnetic local time 
(MLT) and passes almost directly over the geomagnetic 
pole. Its footprint is indicated by the x in each contour 
plot. The POLAR, orbit goes from (2.0, 0.8, 4.5) at 1400 
UT to (0.3, 0.1, 7.5) R,E at 1600 UT in SM coordinates. 

Discussion 

The broad agreement shown between the simulation 
magnetic field and the measured magnetic field shown in 
Figure 2 and the morphology and evolution shown in the 
simulation FACs seen in Figure 3 have important im- 
plications for solar wind-magnetøsphere coupling. Be- 
cause of the high degree of agreement between the simu- 
lation and the measurement, we can use the simulation 
to guide our interpretation of the POLAR-MFE mea- 
surements. It is important that the reader recognize 
thai the magnetosphere was in a very ordinary state 
during the measurements. The solar wind density and 
velocity are nominal and the IMF had a predominantly 
negative // component of about 5 nT. Moreover, the 
magnetospheric cross-polar potential is between 50 and 
100 kV except when the IMF turns strongly northward 
leading to a smaller value. 

The FAC patterns, in Figure 3, responsible for the 
good agreement seen in Figure 2 are different from the 
average statistical patterns of NBZ, Region 1, and R,e- 
gion 2 currents [Iijirna, 1984; Iijirna and Poternra, 1978; 
Iijirna and Poternra, 1976; and Erlandson et al., 1988]. 
The evening upward Region I current sheet is seen to 
extend well into the morning sector in Figure 3, much 
farther than reported by Erlandson et al. The morning 
downward Region I sheet is seen only nightward of the 
0600 MLT meridian. The dayside downward current is 
well poleward of the Region I sheet. We would em- 
phasize again, this is a very normal state for the solar 
wind-magnetosphere coupling and the simulation FAC 
systems. Situated between the dayside morning cur- 
rents in Figure 3 is the well known Svalgard-Mansurov 
ionospheric Hall current channel and the so-called con- 
vection throat. Prenoon, the convection is primarily 
a zonal flow, sunward and duskward. The channel is 
the ionospheric signature of the dayside merging pro- 
cess and the FAC patterns seen in Figure 3. 

In the top row of current plots, the ionospheric foot- 
print of the merging region lies at about 800 geomag- 
netic latitude (GML) and 0900 MLT between the end of 
the Region I upward sheet and the downward current at 
higher latitudes. The dayside open-closed field topolog- 
ical boundary is imbedded in the poleward region of the 
upward current sheet at about 800 G ML. We note that 
POLAR electron data show magnetosheath energy (60- 
80 eV) and density (20-32 cm -3) typical of the cusp at 
• 1415- 1430 UT (private communication or. Scudder, 
1997). The dayside morning downward current lies on 
open field lines. As the IMF rotates northward in the 
second row of plots, the morning upward current sheet 
evolves poleward and nightward until by 1528 UT the 
merging gap is situated on the 0600 MLT meridian at 
about 870 GML. Evidently, the evening Region 1 cur- 
rent sheet extended across noon into the morning sector 
and evolved continuously and smoothly into an upward 
morning NBZ current in direct response to changes in 
the magnetic merging geometry as the IMF rotates 
strongly northward. The 1528 UT current plot also 
shows the creation of a new downward morning Region 
I current sheet which has its origin in a reconnection 
driven low-latitude boundary layer [Song and Russell, 
1992; Fedder and L•.lon, 1995]. This evolution, which 
is in agreement with the POLAR,-MFE measurements, 
does not easily fit into the accepted classification scheme 
of Region 1, Region 0, NBZ, and cusp/cleft/mantle cur- 
rents as distinct systems. The simulations show that the 
difference between dayside Region 1, Region 0, NBZ, 
and cusp/cleft/mantle current systems is the merging 
geometry. The dynamo (source) for the currents is the 
bow shock; the load is the dayside Pedersen conduc- 
tance. The major physical difference in the current sys- 
tems is the magnetic geometry created by the merging 
process. 

A clear difference between the simulation results and 
the MFE measurements is the latitudinal width of the 
upward FAC. The sheet thickness is under-resolved but 
represents the best achievable with our current com- 
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Fedder et al. [1997]  
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Figure 1. WIND measurements for the solar wind data 
for May 19, 199õ in GSM coordinates from 1300 UT to 
1700 UT during the POLAR-MFE measurements. The 
solar wind number density and z component of veloc- 
ity shown in the upper panels were nearly constant at 
10 cm -a and 355 km s- • respectively. The lower three 
panels show the components of the !MF in nT. The 
plots are lagged by 25 minutes to allow for solar wind 
propagation from the WIND position to the simulation 
upstream boundary. 

point, m 100 RE upstream, to the upstream simula- 
tion boundary at a•- 25 RE in solar magnetospheric 
(SM) coordinates. For this simulation the measured so- 
lar wind and the IMF time series shown in Figure 1 
were simply lagged by 25 minutes. The solar wind vec- 
tor quantities were transformed into the simulation SM 
coordinates with only the IMF By and Bz SM com- 
ponents retained to keep from introducing a divergent 
magnetic field into the simulation mesh. It is satisfying 
that the simple method chosen worked so well. 

Results 

The primary result of this study is shown in Fig- 
ure 2. It shows the residual between the POLAR-MFE 
measured field and the Internal Geomagnetic Reference 
Field (IGRF) and the residual between the simulation 
field and the simulation dipole along the spacecraft or- 
bit as dashed and solid lines,respectively. The IGRF 
and the dipole are the base magnetic field models with- 
out any external disturbing currents for the Earth and 
the simulation, respectively. The agreement between 
the curves is remarkable. The field magnitude residuals 
in the lower panel clearly show the field depression as- 

13 14 15 16 17 
UT 

Figure 2. The comparison of the MFE magnetic mea- 
surements and the simulation magnetic field along the 
POLAR spacecraft trajectory. The curves shown in the 
top three panels are the residual between the MFE-field 
components and the IGRF magnetic model and the 
residual between the simulation field components and 
the model dipole field as dashed and solid lines, respec- 
tively. The lower panel compares the simulation and 
measured residuals of the magnetic field magnitude. 

sociated with the cusp just after 1400 UT. The curves 
for all of the components also follow each other faith- 
fully with the differences between the residuals gener- 
ally being about 10 nT. In the cases of the Bz and 
Bz components, this residual is small compared to the 
> 100 nT magnitude of the field components themselves. 
In contrast, the By component field is larger than the 
model field and indicates the passage of the POLAR 
orbit through the FAC system. The field deflections 
indicate passage through a narrow upward current fol- 
lowed by an adjacent broader downward current. The 
narrow upward current is broader than the measured 
current sheet owing to the limited numerical resolution 
(it is resolved in 3 cells). More important physically is 
the matching magnitude of the field deflections indicat- 
ing that the sheet current magnitude in the simulation 
and in the measurement are the same. 

In order to aid the discussion of the results, Figure 3 
shows snapshots of the simulation FAC in the north po- 
lar ionosphere during the pass. The series of snapshots 
show the evolution of the currents caused by the chang- 
ing IMF beginning before POLAR entered the FAC re- 
gion and ending after POLAR leaves. The first three 
snapshots show a relatively steady current system ap- 
propriate for IMF By negative. The second three show 
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Figure 3. Plots of the simulation ionospheric field- 
aligned current density at geomagnetic latitudes from 
60 o to the pole at • 20 minute intervals during the 
POLAR, measurements. The contour intervals are 
0.2 pamp m -2 and the black and gray contours show 
upward and downward current, respectively. The ap- 
proximate field line projection of POLAR, is shown by 
the x in each image. 

the gradual evolution of the currents as the IMF steadily 
rotates to strongly northward; and the last three show 
the recovery of the currents for dawnward IMF after 
it snaps back to its initial direction as seen at .• 1520 
UT in Figure 1. The POLAR, trajectory enters the FAC 
system from lower latitudes at 1030 magnetic local time 
(MLT) and passes almost directly over the geomagnetic 
pole. Its footprint is indicated by the x in each contour 
plot. The POLAR, orbit goes from (2.0, 0.8, 4.5) at 1400 
UT to (0.3, 0.1, 7.5) R,E at 1600 UT in SM coordinates. 

Discussion 

The broad agreement shown between the simulation 
magnetic field and the measured magnetic field shown in 
Figure 2 and the morphology and evolution shown in the 
simulation FACs seen in Figure 3 have important im- 
plications for solar wind-magnetøsphere coupling. Be- 
cause of the high degree of agreement between the simu- 
lation and the measurement, we can use the simulation 
to guide our interpretation of the POLAR-MFE mea- 
surements. It is important that the reader recognize 
thai the magnetosphere was in a very ordinary state 
during the measurements. The solar wind density and 
velocity are nominal and the IMF had a predominantly 
negative // component of about 5 nT. Moreover, the 
magnetospheric cross-polar potential is between 50 and 
100 kV except when the IMF turns strongly northward 
leading to a smaller value. 

The FAC patterns, in Figure 3, responsible for the 
good agreement seen in Figure 2 are different from the 
average statistical patterns of NBZ, Region 1, and R,e- 
gion 2 currents [Iijirna, 1984; Iijirna and Poternra, 1978; 
Iijirna and Poternra, 1976; and Erlandson et al., 1988]. 
The evening upward Region I current sheet is seen to 
extend well into the morning sector in Figure 3, much 
farther than reported by Erlandson et al. The morning 
downward Region I sheet is seen only nightward of the 
0600 MLT meridian. The dayside downward current is 
well poleward of the Region I sheet. We would em- 
phasize again, this is a very normal state for the solar 
wind-magnetosphere coupling and the simulation FAC 
systems. Situated between the dayside morning cur- 
rents in Figure 3 is the well known Svalgard-Mansurov 
ionospheric Hall current channel and the so-called con- 
vection throat. Prenoon, the convection is primarily 
a zonal flow, sunward and duskward. The channel is 
the ionospheric signature of the dayside merging pro- 
cess and the FAC patterns seen in Figure 3. 

In the top row of current plots, the ionospheric foot- 
print of the merging region lies at about 800 geomag- 
netic latitude (GML) and 0900 MLT between the end of 
the Region I upward sheet and the downward current at 
higher latitudes. The dayside open-closed field topolog- 
ical boundary is imbedded in the poleward region of the 
upward current sheet at about 800 G ML. We note that 
POLAR electron data show magnetosheath energy (60- 
80 eV) and density (20-32 cm -3) typical of the cusp at 
• 1415- 1430 UT (private communication or. Scudder, 
1997). The dayside morning downward current lies on 
open field lines. As the IMF rotates northward in the 
second row of plots, the morning upward current sheet 
evolves poleward and nightward until by 1528 UT the 
merging gap is situated on the 0600 MLT meridian at 
about 870 GML. Evidently, the evening Region 1 cur- 
rent sheet extended across noon into the morning sector 
and evolved continuously and smoothly into an upward 
morning NBZ current in direct response to changes in 
the magnetic merging geometry as the IMF rotates 
strongly northward. The 1528 UT current plot also 
shows the creation of a new downward morning Region 
I current sheet which has its origin in a reconnection 
driven low-latitude boundary layer [Song and Russell, 
1992; Fedder and L•.lon, 1995]. This evolution, which 
is in agreement with the POLAR,-MFE measurements, 
does not easily fit into the accepted classification scheme 
of Region 1, Region 0, NBZ, and cusp/cleft/mantle cur- 
rents as distinct systems. The simulations show that the 
difference between dayside Region 1, Region 0, NBZ, 
and cusp/cleft/mantle current systems is the merging 
geometry. The dynamo (source) for the currents is the 
bow shock; the load is the dayside Pedersen conduc- 
tance. The major physical difference in the current sys- 
tems is the magnetic geometry created by the merging 
process. 

A clear difference between the simulation results and 
the MFE measurements is the latitudinal width of the 
upward FAC. The sheet thickness is under-resolved but 
represents the best achievable with our current com- 
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Plate 1. Ionospheric maps: (a) the potential pattern from the model (MHD-POT), (b) the assimilated mapping of ionospheric
electrodynamics (AMIE) potential pattern (AMIE-POT), (c) the model FAC (MHD-FAC), (d) the AMIE FAC distribution
(AMIE-FAC), and (e) the polar cap at four different times (from left to right: 2100, 2200, 2245, and 2300 UT). Potential
contours are drawn at 10-kV intervals, and FAC contours are drawn at 0.5 A m intervals.
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Plate 1. Ionospheric maps: (a) the potential pattern from the model (MHD-POT), (b) the assimilated mapping of ionospheric
electrodynamics (AMIE) potential pattern (AMIE-POT), (c) the model FAC (MHD-FAC), (d) the AMIE FAC distribution
(AMIE-FAC), and (e) the polar cap at four different times (from left to right: 2100, 2200, 2245, and 2300 UT). Potential
contours are drawn at 10-kV intervals, and FAC contours are drawn at 0.5 A m intervals.
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simulated current systems. Moving the inner simulation
boundary inward to 2 RE (Figure 3c) positions the bound-
ary equatorward of the lowest latitude shown in the figure,
but the boundary currents are qualitatively similar. While
the locations of the Region-1 currents in Figure 3c are
similar to the ones obtained with the 3 RE inner boundary,
the current densities are generally much lower, and the
integrated Region-1 current is less than half of the 3 RE

run presented in Figure 3b. Extension of the inner bound-
ary to 2 RE is achieved in this run by stretching the
simulation grid thereby lowering the spatial resolution. As

discussed below, the decrease of the magnitudes of the
FAC densities is attributed at least in part to this reduction
in resolution.
[18] The distribution of field-aligned currents from the

high-resolution simulations with 2 RE inner boundary is
presented in Figure 3d. The simulated Region-1 currents
in this case are spatially more confined, and the poleward
displacement of the FACs, evident in the low-resolution
runs, has been largely corrected. Another key difference
of the high-resolution simulation is the presence of a
Region-2 current system in the postnoon sector, which

Figure 1. Solar wind conditions on 23 November 1999 as observed by ACE. The interval of stable IMF
conditions is marked by vertical dashed lines, and the period chosen for the comparison is indicated by
dotted lines.
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et al., 1988]. Note, however, that the downward currents
in the noon sector are below the 2s threshold. The LFM
simulation results exhibit similar characteristics as en-
countered during event 1. The low-resolution simulation
with 3 RE inner boundary reproduces the Region-1 FACs
as seen in Figure 4b. The area occupied by these currents
is larger than observed, extending !5! further poleward.
When the inner simulation boundary is moved to 2 RE

(Figure 4c), the currents are reduced in intensity but not
changed in form, similar to the results from event 1. In
the high-resolution simulation the poleward extension of
Region 1 is largely suppressed, and the locations of these
currents agree well with the observations, except in the
midnight sector, where the simulation exhibits a deficit of
Region 1 similar to the disparity found for event 1. The
total currents of this simulation exceed the observed ones
by a factor of !2, as they did for event 1 (see Table 2).

While the high-resolution run reproduces the relative
orientation of the field-aligned currents at noon observed
by the Iridium constellation, it does not give the dayside
Region-2 currents seen during event 1. There is a general
deficit of Region-2 FAC in the dusk and dawn sectors,
similar to that found for the dawn sector for event 1.

4. Discussion

[20] The two comparisons demonstrate the influence of
the position of the inner boundary and the grid resolution on
the simulation results. While the placement of the inner
boundary has a negligible effect on the shape and location
of the Region-1 currents, the 3 RE inner boundary maps to
latitudes that coincide with the observed Region-2 currents.
To study the entire Birkeland current system, one must
therefore use an inner boundary that maps equatorward of

Figure 3. Distribution of the (a) Iridium and (b)–(d) LFM field-aligned current density averaged from
1400 to 1700 UT on 23 November 1999 with downward and upward FACs represented by the colors blue
and red, respectively. See text for explanation.
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Steady southward IMF conditions

Korth et al. [2004]  
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simulated current systems. Moving the inner simulation
boundary inward to 2 RE (Figure 3c) positions the bound-
ary equatorward of the lowest latitude shown in the figure,
but the boundary currents are qualitatively similar. While
the locations of the Region-1 currents in Figure 3c are
similar to the ones obtained with the 3 RE inner boundary,
the current densities are generally much lower, and the
integrated Region-1 current is less than half of the 3 RE

run presented in Figure 3b. Extension of the inner bound-
ary to 2 RE is achieved in this run by stretching the
simulation grid thereby lowering the spatial resolution. As

discussed below, the decrease of the magnitudes of the
FAC densities is attributed at least in part to this reduction
in resolution.
[18] The distribution of field-aligned currents from the

high-resolution simulations with 2 RE inner boundary is
presented in Figure 3d. The simulated Region-1 currents
in this case are spatially more confined, and the poleward
displacement of the FACs, evident in the low-resolution
runs, has been largely corrected. Another key difference
of the high-resolution simulation is the presence of a
Region-2 current system in the postnoon sector, which

Figure 1. Solar wind conditions on 23 November 1999 as observed by ACE. The interval of stable IMF
conditions is marked by vertical dashed lines, and the period chosen for the comparison is indicated by
dotted lines.
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et al., 1988]. Note, however, that the downward currents
in the noon sector are below the 2s threshold. The LFM
simulation results exhibit similar characteristics as en-
countered during event 1. The low-resolution simulation
with 3 RE inner boundary reproduces the Region-1 FACs
as seen in Figure 4b. The area occupied by these currents
is larger than observed, extending !5! further poleward.
When the inner simulation boundary is moved to 2 RE

(Figure 4c), the currents are reduced in intensity but not
changed in form, similar to the results from event 1. In
the high-resolution simulation the poleward extension of
Region 1 is largely suppressed, and the locations of these
currents agree well with the observations, except in the
midnight sector, where the simulation exhibits a deficit of
Region 1 similar to the disparity found for event 1. The
total currents of this simulation exceed the observed ones
by a factor of !2, as they did for event 1 (see Table 2).

While the high-resolution run reproduces the relative
orientation of the field-aligned currents at noon observed
by the Iridium constellation, it does not give the dayside
Region-2 currents seen during event 1. There is a general
deficit of Region-2 FAC in the dusk and dawn sectors,
similar to that found for the dawn sector for event 1.

4. Discussion

[20] The two comparisons demonstrate the influence of
the position of the inner boundary and the grid resolution on
the simulation results. While the placement of the inner
boundary has a negligible effect on the shape and location
of the Region-1 currents, the 3 RE inner boundary maps to
latitudes that coincide with the observed Region-2 currents.
To study the entire Birkeland current system, one must
therefore use an inner boundary that maps equatorward of

Figure 3. Distribution of the (a) Iridium and (b)–(d) LFM field-aligned current density averaged from
1400 to 1700 UT on 23 November 1999 with downward and upward FACs represented by the colors blue
and red, respectively. See text for explanation.
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1350 V. G. Merkin et al.: Global MHD simulation: northward IMF

LFM − double res Iridium

Fig. 3. Comparison of the cross-track magnetic perturbations measured by DMSP F13 (first panel) and F15

(second panel) satellites with double resolution LFM simulations for the polar passes during 1714-1740 UT

and 1726-1753 UT, respectively. The polar plots in the second column show the satellite trajectories plotted

over the LFM-simulated magnetic perturbation component in the direction shown in the bottom right corner of

the plot (see text for details). The third column has the same format as the second one but the LFM-simulated

magnetic perturbations are replaced by those inferred from Iridium observations. In Iridium plots, cells where

the magnetic perturbation magnitude is within two standard deviations from zero are shaded gray.

25

Fig. 3. Comparison of the cross-track magnetic perturbations measured by DMSP F13 (first panel) and F15 (second panel) satellites with
double resolution LFM simulations for the polar passes during 17:14–17:40 UT and 17:26–17:53 UT, respectively. The polar plots in the
second column show the satellite trajectories plotted over the LFM-simulated magnetic perturbation component in the direction shown in
the bottom right corner of the plot (see text for details). The third column has the same format as the second one but the LFM-simulated
magnetic perturbations are replaced by those inferred from Iridium observations. In Iridium plots, cells where the magnetic perturbation
magnitude is within two standard deviations from zero are shaded gray.

the toroidal and poloidal components (Backus, 1986; Engels
and Olsen, 1998). This technique (or its variations) has been
used for reconstruction of ionospheric FACs from magnetic
field perturbations observed by Magsat (Olsen, 1997), Irid-
ium (Waters et al., 2001), and DE2 (Weimer, 2001) space-
craft. We essentially apply the inversion of this procedure
as presented by (Weimer, 2001). First, the poloidal scalar is
obtained by solving Poisson’s equation:

Jk = 1
µ0

1?9, (6)

where Jk is the simulated ionospheric FAC,9 is the poloidal
scalar for the current (same as the toroidal scalar for the mag-
netic field), and 1? is the transverse part of the Laplacian
operator in spherical coordinates. Equation (6) is solved us-
ing the same algorithm that is applied for the solution of
the magnetosphere-ionosphere coupling equation in the LFM
simulation code (Lyon et al., 2004). The magnetic field per-
turbation created by the FAC above is then given by

�B = r̂⇥ r?9, (7)

where r̂ is the unit vector in the radial direction and r? is the
transverse component of the gradient. The limitation of the
procedure above is that the field-aligned current is assumed

to be radial, a reasonable approximation, considering that we
are concerned here with ionospheric signatures of the high-
latitude NBZ current system. In order to make comparisons
with DMSP and Iridium spacecraft observations the mag-
netic perturbations from the LFM model are mapped along
the field lines according to r

3/2 scaling. These comparisons
are presented next.
In Fig. 3, the line plots in the first column show the com-

parisons of the cross-track magnetic perturbations measured
by F13 (upper plot) and F15 (bottom plot) DMSP satellites
during their northern polar passes, at times marked on the
horizontal axes of the plots, and the corresponding values de-
termined from the LFM simulations (dotted line). The com-
parisons with either of the satellites appear to be discourag-
ing at the first sight. The basic W-shaped feature correspond-
ing to the NBZ current system is reproduced by the simula-
tion (cf. comparisons with the Iridium FACs), but the magni-
tudes of the simulated quantities are significantly lower than
the DMSP observations, except the middle peak on the F13
satellite line plot, which is matched fairly well.
Some of the discrepancies seen on the line plots in Fig. 3

are readily understood when the DMSP track is considered
relative to the simulated and Iridium distributions of mag-
netic perturbations in the cross-track direction. Plots in the
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used for reconstruction of ionospheric FACs from magnetic
field perturbations observed by Magsat (Olsen, 1997), Irid-
ium (Waters et al., 2001), and DE2 (Weimer, 2001) space-
craft. We essentially apply the inversion of this procedure
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to be radial, a reasonable approximation, considering that we
are concerned here with ionospheric signatures of the high-
latitude NBZ current system. In order to make comparisons
with DMSP and Iridium spacecraft observations the mag-
netic perturbations from the LFM model are mapped along
the field lines according to r

3/2 scaling. These comparisons
are presented next.
In Fig. 3, the line plots in the first column show the com-

parisons of the cross-track magnetic perturbations measured
by F13 (upper plot) and F15 (bottom plot) DMSP satellites
during their northern polar passes, at times marked on the
horizontal axes of the plots, and the corresponding values de-
termined from the LFM simulations (dotted line). The com-
parisons with either of the satellites appear to be discourag-
ing at the first sight. The basic W-shaped feature correspond-
ing to the NBZ current system is reproduced by the simula-
tion (cf. comparisons with the Iridium FACs), but the magni-
tudes of the simulated quantities are significantly lower than
the DMSP observations, except the middle peak on the F13
satellite line plot, which is matched fairly well.
Some of the discrepancies seen on the line plots in Fig. 3

are readily understood when the DMSP track is considered
relative to the simulated and Iridium distributions of mag-
netic perturbations in the cross-track direction. Plots in the
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Figure 1. Solar wind and IMF parameters from 1700 UT to 1830 UT on 3 August 2010 in GSE coor-
dinates measured by (a) Wind and (b) THEMIS C spacecraft. Figures 1a and 1b show (top) solar wind
plasma density, (middle) the three components of the bulk velocity, and (bottom) the three components
of the magnetic field.

(section 3) and a summary of the AMPERE methodology
(section 4). Section 5 presents the results obtained: the
details of accurately timing the simulation with respect to
real time (5.1), comparisons of dynamic FAC density pat-
terns (5.2), and underlying magnetic perturbations (5.3), and
the time evolution of maximum measured and simulated
perturbations (5.4). Section 6 summarizes the results.

2. Event Description
[9] In this paper we investigate the response of the

magnetosphere-ionosphere system to solar wind and IMF
conditions on 3 August 2010. We concentrate on the
sequence of events that started with the arrival at Earth of
an interplanetary shock at !1740 UT. The shock was fol-
lowed by a Coronal Mass Ejection (CME) and the entire
event lasted for !2 days, but the focus of this paper is
on the first !40 min. The overview of the solar wind and
IMF conditions in Geocentric Solar Ecliptic (GSE) coordi-
nates from 1700 UT to 1830 UT is given in Figure 1. To
quantify the variations in simulation results due to uncertain-
ties in projecting measured IMF and solar wind parameters
to conditions actually impacting Earth, we ran two simula-
tions: one driven by data from Wind (Figure 1a), the other,
from THEMIS C (THC) spacecraft (Figure 1b), which was

fortuitously located in the solar wind during the event. We
refer to these simulations as LFM/Wind and LFM/THC.
The locations of these two spacecraft, as well as of ACE,
THEMIS B (THB), and Geotail probes are shown in
Figures 2a and 2b. We discuss the differences between all
these upstream observations below, but return to Figure 1 for
the moment. The Wind Magnetic Field Investigation (MFI)
[Lepping et al., 1995] and 3DP PESA-L [Lin et al., 1995]
plasma measurements, covering the solar wind core popu-
lation [e.g., Sibeck et al., 2002], were used. Both data sets
had 3 s resolution, but were linearly interpolated onto a 1
min cadence for driving the simulation. For THC, the Elec-
trostatic Analyzer (ESA) [McFadden et al., 2008], on board
moments (MOM) of !1 min resolution were used for the
plasma data (the instrument was in the solar wind mode)
and Fluxgate Magnetometer (FGM) [Auster et al., 2008] 3 s
measurements for magnetic field data. Again, all data were
linearly interpolated onto a 1 min cadence prior to being
input into the simulation.

[10] These 1 min interpolated data are shown in Figure 1.
The time series were shifted (+35 min for Wind, +1 min for
THC) to align the shock arrival at approximately 1740 UT
in the figure, but the simulation time was further fine-tuned
by cross-calibrating the simulation with Geotail magnetic
field measurements (see below). We note that THC observed
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Figure 2. The (a,b) GSE positions of spacecraft indicated at 1800 UT on 3 August 2010 and (c) the
three GSE components of the magnetic field measured by ACE, Wind, THEMIS B and C upstream of the
bow shock from 1700 UT to 1830 UT.

a significantly lower solar wind density than Wind and a
slightly slower speed. The different solar wind density val-
ues could be due to differences in the THC and Wind space-
craft locations and/or instruments. Whereas the Wind plasma
instrument is tailored to accurate solar wind characteriza-
tion, some inherent performance issues with the THEMIS
ESA instrument [McFadden et al., 2008] may underesti-
mate the solar wind density at THC. More importantly, the
magnetic field measurements by both spacecraft indicate the
same general evolution: a weak (2–3 nT) negative BY and
still weaker negative BZ initially; both components increase
sharply in magnitude after the shock arrival (in THC, the BZ
component does not show such a sharp transition); then they
stay negative for at least 10 min, after which BZ transitions
to northward direction, while negative BY intensifies. The
primary difference between the transitions seen by the two
spacecraft is that in Wind the northward transition occurs
sharply at !1750 UT, while at THC, it starts a few min-
utes later and proceeds in a much more gradual fashion. By
!1810 UT, both magnetic field observations converge to
similar trends: strong (!10 nT) negative BY and strong and
increasing (!5–10 nT) positive BZ. In the plasma data, both
spacecraft indicate a secondary shock-like transition corre-
sponding to the south-north BZ rotation, with density sharply
dropping and solar wind speed increasing (!17:50 UT at
Wind, !18:00 at THC).

[11] We expect both the simulated and observed FAC pat-
terns to be presented below to respond to the solar wind

and IMF transitions just described. Thus, we would like
to evaluate the level of uncertainty in the actual driver of
the magnetosphere. To this end, we plot in Figure 2c the
three GSE magnetic field components measured by the ACE
MAG instrument [Smith et al., 1998] and THB FGM instru-
ment in addition to Wind and THC presented above. All data
are plotted on a 1 min time cadence and shifted to align the
initial shock at !1740 UT as was done for Wind and THC
(ACE was shifted by +46 min, THB, by +21 min). Addi-
tionally, Figures 2a and 2b indicate the spacecraft positions,
including Geotail which will be discussed below. All space-
craft indicate a weak predominantly negative BY driving
prior to the shock arrival. After that, in the BY component,
we see a major deviation of ACE, THB, and THC from
Wind just after 1750 UT; then a similar deviation of THB
and THC from both Wind and ACE, after which all space-
craft show similar trends but of variable magnitude. In the
BZ component, all spacecraft indicate the same transition as
discussed above, but the south-north rotation occurs on ACE
and THB roughly half-way between Wind and THC (THC
first goes together with ACE and THB, but then deviates
back into negative BZ prior to finally going positive after
1800 UT). The BX component shows the same level of varia-
tions between the four spacecraft. Collectively, the panels in
Figure 2c demonstrate the amount of variability between the
different spacecraft and therefore the amount of uncertainty
in the actual IMF (and, by extension, solar wind) conditions
incident on the magnetosphere.
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Figure 1. Solar wind and IMF parameters from 1700 UT to 1830 UT on 3 August 2010 in GSE coor-
dinates measured by (a) Wind and (b) THEMIS C spacecraft. Figures 1a and 1b show (top) solar wind
plasma density, (middle) the three components of the bulk velocity, and (bottom) the three components
of the magnetic field.

(section 3) and a summary of the AMPERE methodology
(section 4). Section 5 presents the results obtained: the
details of accurately timing the simulation with respect to
real time (5.1), comparisons of dynamic FAC density pat-
terns (5.2), and underlying magnetic perturbations (5.3), and
the time evolution of maximum measured and simulated
perturbations (5.4). Section 6 summarizes the results.

2. Event Description
[9] In this paper we investigate the response of the

magnetosphere-ionosphere system to solar wind and IMF
conditions on 3 August 2010. We concentrate on the
sequence of events that started with the arrival at Earth of
an interplanetary shock at !1740 UT. The shock was fol-
lowed by a Coronal Mass Ejection (CME) and the entire
event lasted for !2 days, but the focus of this paper is
on the first !40 min. The overview of the solar wind and
IMF conditions in Geocentric Solar Ecliptic (GSE) coordi-
nates from 1700 UT to 1830 UT is given in Figure 1. To
quantify the variations in simulation results due to uncertain-
ties in projecting measured IMF and solar wind parameters
to conditions actually impacting Earth, we ran two simula-
tions: one driven by data from Wind (Figure 1a), the other,
from THEMIS C (THC) spacecraft (Figure 1b), which was

fortuitously located in the solar wind during the event. We
refer to these simulations as LFM/Wind and LFM/THC.
The locations of these two spacecraft, as well as of ACE,
THEMIS B (THB), and Geotail probes are shown in
Figures 2a and 2b. We discuss the differences between all
these upstream observations below, but return to Figure 1 for
the moment. The Wind Magnetic Field Investigation (MFI)
[Lepping et al., 1995] and 3DP PESA-L [Lin et al., 1995]
plasma measurements, covering the solar wind core popu-
lation [e.g., Sibeck et al., 2002], were used. Both data sets
had 3 s resolution, but were linearly interpolated onto a 1
min cadence for driving the simulation. For THC, the Elec-
trostatic Analyzer (ESA) [McFadden et al., 2008], on board
moments (MOM) of !1 min resolution were used for the
plasma data (the instrument was in the solar wind mode)
and Fluxgate Magnetometer (FGM) [Auster et al., 2008] 3 s
measurements for magnetic field data. Again, all data were
linearly interpolated onto a 1 min cadence prior to being
input into the simulation.

[10] These 1 min interpolated data are shown in Figure 1.
The time series were shifted (+35 min for Wind, +1 min for
THC) to align the shock arrival at approximately 1740 UT
in the figure, but the simulation time was further fine-tuned
by cross-calibrating the simulation with Geotail magnetic
field measurements (see below). We note that THC observed
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Figure 2. The (a,b) GSE positions of spacecraft indicated at 1800 UT on 3 August 2010 and (c) the
three GSE components of the magnetic field measured by ACE, Wind, THEMIS B and C upstream of the
bow shock from 1700 UT to 1830 UT.

a significantly lower solar wind density than Wind and a
slightly slower speed. The different solar wind density val-
ues could be due to differences in the THC and Wind space-
craft locations and/or instruments. Whereas the Wind plasma
instrument is tailored to accurate solar wind characteriza-
tion, some inherent performance issues with the THEMIS
ESA instrument [McFadden et al., 2008] may underesti-
mate the solar wind density at THC. More importantly, the
magnetic field measurements by both spacecraft indicate the
same general evolution: a weak (2–3 nT) negative BY and
still weaker negative BZ initially; both components increase
sharply in magnitude after the shock arrival (in THC, the BZ
component does not show such a sharp transition); then they
stay negative for at least 10 min, after which BZ transitions
to northward direction, while negative BY intensifies. The
primary difference between the transitions seen by the two
spacecraft is that in Wind the northward transition occurs
sharply at !1750 UT, while at THC, it starts a few min-
utes later and proceeds in a much more gradual fashion. By
!1810 UT, both magnetic field observations converge to
similar trends: strong (!10 nT) negative BY and strong and
increasing (!5–10 nT) positive BZ. In the plasma data, both
spacecraft indicate a secondary shock-like transition corre-
sponding to the south-north BZ rotation, with density sharply
dropping and solar wind speed increasing (!17:50 UT at
Wind, !18:00 at THC).

[11] We expect both the simulated and observed FAC pat-
terns to be presented below to respond to the solar wind

and IMF transitions just described. Thus, we would like
to evaluate the level of uncertainty in the actual driver of
the magnetosphere. To this end, we plot in Figure 2c the
three GSE magnetic field components measured by the ACE
MAG instrument [Smith et al., 1998] and THB FGM instru-
ment in addition to Wind and THC presented above. All data
are plotted on a 1 min time cadence and shifted to align the
initial shock at !1740 UT as was done for Wind and THC
(ACE was shifted by +46 min, THB, by +21 min). Addi-
tionally, Figures 2a and 2b indicate the spacecraft positions,
including Geotail which will be discussed below. All space-
craft indicate a weak predominantly negative BY driving
prior to the shock arrival. After that, in the BY component,
we see a major deviation of ACE, THB, and THC from
Wind just after 1750 UT; then a similar deviation of THB
and THC from both Wind and ACE, after which all space-
craft show similar trends but of variable magnitude. In the
BZ component, all spacecraft indicate the same transition as
discussed above, but the south-north rotation occurs on ACE
and THB roughly half-way between Wind and THC (THC
first goes together with ACE and THB, but then deviates
back into negative BZ prior to finally going positive after
1800 UT). The BX component shows the same level of varia-
tions between the four spacecraft. Collectively, the panels in
Figure 2c demonstrate the amount of variability between the
different spacecraft and therefore the amount of uncertainty
in the actual IMF (and, by extension, solar wind) conditions
incident on the magnetosphere.
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Figure 7. Same as Figure 6, but for times from 1743 to 1752 UT of the LFM/Wind simulation. Each
row corresponds to one time snapshot. Time labels are shown in the upper left corner of every dial plot.
See Figure 6 caption for details.
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Figure 9. Same as Figure 3 but for the times indicated on the plots.
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Figure 9. Same as Figure 3 but for the times indicated on the plots.
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patterns discussed above (Figures 5j–5l; see also Figures 10i
and 11i).

[47] Finally, the last row in Figures 10 and 11 depicts the
state of the system after !20 min of northward IMF driving
with strong negative BY (Figures 1–4). As in the previous
snapshot, the simulation indicates a strong NBZ current sys-
tem skewed due to strong negative IMF BY. However, at
this time, the downward current peak moved almost to the
pole, and thus the positive magnetic potential cell is centered
on the pole as well. The corresponding observed signature
of particular interest is the set of perturbation vectors mea-
sured just over the pole and in the post-noon sector by the
green satellite and by the red satellite traversing the polar cap
from midnight toward noon. Together, these measurements
create a distribution of magnetic vectors, which is in close
agreement with the simulation. Particularly, the green satel-
lite measurements at the pole indicate the center of the cell
there. The eastward perturbation vectors measured by the
red satellite equatorward of 10ı colatitude suggest a strong
downward current, reflected in the inversion (Figure 11).
The simulation does produce a downward current around
noon equatorward of the strong upward current, but this
downward current is sufficiently weak that simulated mag-
netic perturbations do not reproduce the observed signature.
As in the previous comparisons in this section, the rest of
the simulated perturbations are in close correspondence with
the observations. In particular, the band of eastward vectors
on the duskside near 20ı colatitude is reproduced well indi-
cating the presence of a substantial Region-2 current there
(Figure 10l).

5.4. Quantitative Comparison and Time Evolution
of Maximum Magnetic Perturbations

[48] In the preceding sections, we discussed the evolution
and morphology of the spatial distribution of observed and
simulated magnetic perturbations. Although the magnitude
of perturbations could be inferred from the figures presented,
we analyze their interrelation in a more quantitative fash-
ion. This is particularly interesting in view of our earlier
finding that the peak simulated FAC densities could signifi-
cantly exceed those inferred from the AMPERE inversions.
Since the AMPERE current densities are derived through a
spherical cap fitting procedure, high current densities cor-
responding to sharp gradients in the magnetic perturbations
are attenuated due to the latitude resolution of the fit cor-
responding to the fit degree. Therefore, it is important to
understand whether there is a systematic bias in our sim-
ulations to overestimate FAC densities and the underlying
magnetic perturbations, or whether the discrepancy is due
to the latitude smoothing implicit in the spherical cap fitting
used to derive the AMPERE current densities. To do this, we
compare the simulated values with the perturbations actu-
ally measured by Iridium spacecraft as depicted in the left
columns of Figures 9 and 11.

[49] It is also important to note that, as demonstrated
by the high-resolution simulation results presented above,
the peak current densities and magnetic perturbations can
be very spatially localized, sometimes to within an area of
. 2ı " 200 km, particularly, during events with signifi-
cant IMF BY and/or positive BZ. Therefore, it is possible that
during any given time, the region of maximum perturbations
is between the Iridium orbital planes. Finally, in a situation

Figure 12. Maximum magnetic perturbations measured
by Iridium (black) and simulated by LFM/Wind (red) and
LFM/THC (cyan) over (a) the entire northern ionosphere
and in (b) the post-midnight sector equatorward of 10ı colat-
itude only. The ends of the 10 min accumulation intervals
are chosen as the time stamps for the Iridium data.

when the FAC and magnetic perturbation patterns change on
timescales of minutes, it is possible that Iridium measure-
ments updated every 10 min at any given location will miss
some of the dynamics.

[50] On the other hand, calculations of FAC densities
and magnetic perturbations in our simulations are affected
by a number of factors, including intrinsic uncertainties
in the solar wind and IMF driving (sections 2 and 5.1),
ionospheric conductance, and the mechanisms of FAC gen-
eration, e.g., the amount of hot plasma in the nightside inner
magnetosphere to drive Regions-2 currents.

[51] With these considerations in mind, we plot in
Figure 12 the maximum magnetic perturbations simulated
by LFM/Wind and LFM/THC and measured by Iridium
satellites. The ends of the 10 min accumulation intervals are
chosen as the time stamps for the Iridium data. Figure 12a
shows the magnitude of the maximum perturbation mea-
sured or simulated over the entire northern ionosphere as a
function of time, while Figure 12b shows only the values in
the post-midnight sector (between 0000 and 0600 MLT and
equatorward of 10ı to exclude the localized strong convec-
tion region near the center of the intense lobe cell toward the
end of the simulation, i.e., 1830 UT).

[52] In Figure 12a, we observe that before the shock
arrival at 1740 UT, both simulations track the observed sig-
nal quite well. The simulations overestimate the maximum
perturbation before 1720 UT, which can be attributed to any
of the factors mentioned above, but it is clear that the over-
estimation is not due to a systematic bias, because between
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Figure 1. (bottom row) AMPERE product and (top row) octuple LFM with associated detected features at 1707 UT (columns 1 and 2) and 1825 UT (columns 3
and 4). Dark red (blue) corresponds to region 1 positive (negative) feature, while light red (blue) corresponds to region 2 positive (negative) feature. Color bar
units are μA/m2, and coordinates are in magnetic local time thermosphere; grey circles are 10∘ increments of latitude from the pole.

3. Feature Detection

Our approach to statistical validation of the LFM begins by applying a robust feature detection algorithm to
both the LFM and AMPERE product with a goal of identifying regions 1 and 2 positive and negative current
features that can then be directly compared. We give a brief overview of our detection algorithm here, leaving
the technical details to Appendix A.

The feature detection algorithm has three main components. Initially, the data are spatially smoothed to help
make features more pronounced and reduce noise. Second, the spatial field at each time point of the event is
segmented into a set of potential spatial features by thresholding. Finally, regions 1 and 2 features are chosen
from the initial segments using an algorithm that favors features exhibiting temporal persistence as well as
nightside and dayside symmetries.

Figure 1 illustrates some example features detected by our algorithm at two different time points for LFM and
AMPERE spatial fields. The algorithm successfully identifies and separates the salient regions 1 and 2 positive
and negative features present in the LFM model. We see similar performance for the AMPERE product, which
exhibits a more challenging scenario with substantial ringing artifacts in the data. Nonetheless, our algorithm
identifies features that correspond to and may be directly compared with the LFM features. Note that we are
able to identify features that contain spatially disjoint regions, such as region 1 negative feature at 1825 UT
in the AMPERE product. A simple thresholding approach to feature identification would be unable to capture
such groupings. We note that the algorithm would need to be slightly adapted if higher-latitude region 0
currents were present.

4. Validation and Analysis

We now describe a set of statistical procedures to assess the adequacy of the LFM’s ability to replicate the
AMPERE-derived estimate of FACs. Although we expect the higher resolution run to produce more accurate
representations of the AMPERE product than the lower resolution run, it is crucial to quantify the difference
between resolutions.

Two important physical components are the space-time extents of positive and negative regions 1 and 2
currents and the respective magnitudes of currents flowing through these regions. For each validation time
point t = 1,… , 44 (spanning 1707 UT to 1833 UT) of the event we statistically model the integrated current
of the AMPERE product, Y , double resolution LFM, D, and octuple resolution LFM, O, as
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Figure 7. Results of applying the Agglomerative clustering algorithm to currents average state in
the SW IMF bin for all three LFM resolutions and the Weimer05 Model with panel a showing the
single resolution, panel b showing the double resolution, panel c showing the quad resolution, and
panel d showing the Weimer05 model results. In the plots the same color is used to identify a current
type. Blue is used for locations with current magnitudes less than a threshold value, orange is for
downward R1, red is upward R1, green is downward R2, and purple is upward R2.

for a straightforward application of machine learning techniques to the analysis530

of FAC patterns. In this case we want to apply the class of unsupervised learning531

algorithms known as clustering methods to automatically break the ionospheric532

currents up into groupings of similar sets, in this case the R1 and R2 currents.533

This class of algorithms is called ”unsupervised” because the algorithms are not534

given a set of training data with clusters already identified, instead the algorithms535

independently identify the regions. A common constraint on these methods is to536

identify the number of clusters present in the data set. The Scikit-learn package537

provides access to variety of clustering algorithms including k-means (Agarwal538
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single resolution, panel b showing the double resolution, panel c showing the quad resolution, and
panel d showing the Weimer05 model results. In the plots the same color is used to identify a current
type. Blue is used for locations with current magnitudes less than a threshold value, orange is for
downward R1, red is upward R1, green is downward R2, and purple is upward R2.
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Figure 1. (bottom row) AMPERE product and (top row) octuple LFM with associated detected features at 1707 UT (columns 1 and 2) and 1825 UT (columns 3
and 4). Dark red (blue) corresponds to region 1 positive (negative) feature, while light red (blue) corresponds to region 2 positive (negative) feature. Color bar
units are μA/m2, and coordinates are in magnetic local time thermosphere; grey circles are 10∘ increments of latitude from the pole.

3. Feature Detection

Our approach to statistical validation of the LFM begins by applying a robust feature detection algorithm to
both the LFM and AMPERE product with a goal of identifying regions 1 and 2 positive and negative current
features that can then be directly compared. We give a brief overview of our detection algorithm here, leaving
the technical details to Appendix A.

The feature detection algorithm has three main components. Initially, the data are spatially smoothed to help
make features more pronounced and reduce noise. Second, the spatial field at each time point of the event is
segmented into a set of potential spatial features by thresholding. Finally, regions 1 and 2 features are chosen
from the initial segments using an algorithm that favors features exhibiting temporal persistence as well as
nightside and dayside symmetries.

Figure 1 illustrates some example features detected by our algorithm at two different time points for LFM and
AMPERE spatial fields. The algorithm successfully identifies and separates the salient regions 1 and 2 positive
and negative features present in the LFM model. We see similar performance for the AMPERE product, which
exhibits a more challenging scenario with substantial ringing artifacts in the data. Nonetheless, our algorithm
identifies features that correspond to and may be directly compared with the LFM features. Note that we are
able to identify features that contain spatially disjoint regions, such as region 1 negative feature at 1825 UT
in the AMPERE product. A simple thresholding approach to feature identification would be unable to capture
such groupings. We note that the algorithm would need to be slightly adapted if higher-latitude region 0
currents were present.

4. Validation and Analysis

We now describe a set of statistical procedures to assess the adequacy of the LFM’s ability to replicate the
AMPERE-derived estimate of FACs. Although we expect the higher resolution run to produce more accurate
representations of the AMPERE product than the lower resolution run, it is crucial to quantify the difference
between resolutions.

Two important physical components are the space-time extents of positive and negative regions 1 and 2
currents and the respective magnitudes of currents flowing through these regions. For each validation time
point t = 1,… , 44 (spanning 1707 UT to 1833 UT) of the event we statistically model the integrated current
of the AMPERE product, Y , double resolution LFM, D, and octuple resolution LFM, O, as
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Figure 9. Current-voltage relation (relationship between the total FAC and total electric potential drop) in different
GMHD models as well as in the empirical Weimer [2005] data.

correspondingly (of 19 runs for each model, see Table S2). The remaining few runs show either too short
growth or some unclear behavior. As concerns BATS-R-US, 13 of 19 simulation runs display too short BL growth
duration (∼20 min) like is shown in Figure 1, and only in 2 simulations, a longer duration was observed. Most
different from them, the GUMICS model typically either demonstrates a negative effect (decrease of the lobe
field, like in Figure 1) or shows very short (5–10 min) growth, followed by the BL decrease. In the future, one
has to present quantitative comparison of BL growth duration and amplitude to measure the model response
(getting such statistical relationship is a subject of an ongoing study).

3.6. Accuracy of Empirical Relations
Concluding section 3, we would like to demonstrate the cross calibration of two empirical formulas describing
the same physical quantity. In both cases one choice has been done using hourly averages and another more
recent one—using an improved time dependence model. The statistical empirical relationships are not ideal;
therefore, the cross calibration provides a kind of accuracy estimate of the reference models. For the CPCP the
prediction efficiency is PE=+0.80 and CC=0.91. For the lobe magnetic field these numbers are PE = +0.85
and CC=0.92.

Such a comparison also helps us to understand some other limitations of statistical empirical relations. One
clearly can see in the figures the traces of transition processes after the north-to-south IMF turning, before
the final parameter value is established for a new conditions. This contributes to the data point scatter and
nonideal correlation observed when comparing two empirical relations. Similar “transition patterns” are seen
when comparing GMHD models and empirical data (e.g., Figure 3 and S2–S7). Please note that high CPCP
values above 50 kV during northward Bz on Figure 10 (left) (which are unusual for quiet periods) come from
quadratic term (∼ V2

sw) in the Boyle et al. formula in cases of extremely high Vsw exceeding 700 km/s in runs
#10, 18, and 19 (Table S2). The data from these extremal runs were not used in the computation of statistical
skill scores.

Otherwise, this cross calibration shows that the empirical relationships provide a good basis for the validation
purpose. The prediction efficiencies of PE =+0.80 for CPCP and PE=+0.86 for BL indicate a kind of their
confidence limit of the comparisons with investigated empirical relationships.

The same cross calibration is done for different magnetopause empirical models and is shown in the support-
ing information (Figure S12).
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Global ionosphere datasets:  
Going beyond a single parameter

• AMPERE, SuperMAG and 
SuperDARN (together with SUSSI, 
etc.) can now be used to provide 
global simultaneous maps of key 
ionospheric electrodynamic 
parameters. 

• Proof of principle: current-voltage 
relationship compared with Weimer 
model.



• Global observational FAC patterns became available only recently. 

• Together with other global ionospheric data sets they provide a 
new type of a validation tool for global codes. 

• Validation exercise gets more complicated: “global” usually means 
temporal and spatial dimensions are intermingled. Time-
dependent comparisons are a challenge on fast scales, but 
possible if care is taken. 

• New types of comparison algorithms need to be developed, e.g., 
pattern recognition. Efforts are already underway. 

• Combined analysis of available ionospheric datasets with models 
provides insight into the physics of the system previously 
impossible to glean.

Summary


