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Farley-Buneman (two-stream) instability affects ionospheric 
conductance globally via two mechanisms:

Two-stream instability: 
Global effects

1. Anomalous electron heating (AEH) — (rough estimates):  
➡ Threshold electric field  
➡ Te increases 
➡ Recombination rate decreases 
➡ Plasma density increases 
➡ Conductivity increases 

2.Nonlinear DC current (NC, e.g., Oppenheim 1997)
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anomalous heating for different particle groups. During
strong magnetospheric events, what feedback of developed
E region turbulence on global MHD behavior of the mag-
netosphere might be expected? How to quantify this effect
for including it in global MHD codes intended for space
weather predictions? Finally, what channels provide the
corresponding energy flow between the magnetosphere and
E/D region ionosphere?
[10] In this paper, we address these issues and create a

rigorous basis for calculating anomalous conductivities in
the companion paper [Dimant and Oppenheim, 2011]. We
start by confirming from first principles that fully saturated
turbulence does yield hd~E · d~ji = 0, then confirm the Buchert
et al. [2006] deduction regarding the turbulent energy input
and establish its universal validity. In order to quantitatively
develop a 3‐D model of AEH and resolve the apparent
contradiction between this interpretation and the 2‐D nature
of the energy input, we perform specific calculations for the
case of arbitrary particle magnetization, using a quasi‐linear
approximation. We calculate the nonlinear current, total
energy input, and partial average frictional heating sources
for both electrons and ions in terms of a given spectrum of
density irregularities. We show that the major quantitative
difference between 2‐D and 3‐D developed turbulence lies
in the magnitude of density perturbations. These perturba-
tions and the nonlinear current proportional to them are
noticeably larger in 3‐D than in 2‐D. This difference explains
the larger energy input in 3‐D and is responsible for AEH
caused by turbulent fields, thus resolving the above men-
tioned contradiction.
[11] The paper is organized as follows. In section 2, using

only first principles with no approximations, we confirm for

the general case the Buchert et al. [2006] findings regarding
the energy input. In section 3, we develop a quasi‐linear
approach, similar to that of Buchert et al. [2006], but for the
general 3‐D case of arbitrarily magnetized particles. This
allows us to calculate partial nonlinear currents, relevant
energy inputs, and frictional heating sources. In section 4,
we discuss global energy flow between the magnetosphere
and ionosphere. In Appendix A, we check the validity of
the conventional electrostatic approximation for lower ion-
osphere wave processes.

2. Energy Conversion: First‐Principle
Consideration

[12] Here we derive general relations regarding the aver-
age energy input in quasiperiodic systems and show how
the Buchert et al. [2006] deductions follow from funda-
mental electrodynamic and plasma kinetics principles with
no approximations like electrostatics, quasi‐neutrality, fluid
model description, etc.
[13] First, we consider the evolution of the field energy in

plasmas by considering the exact electrodynamics, starting
with Ampere’s and Faraday’s laws,
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where "0 is the permittivity of free space, c is the speed of
light in vacuum, ~E and ~B are the electric field and magnetic
induction, and~j is the total current density.
[14] Taking scalar products of equation (1a) with "0~E,

equation (1b) with "0c
2~B and adding the results, we obtain

the standard energy balance equation (also known as
Poynting’s theorem):
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are the field energy density and the corresponding flux (the
Poynting vector), respectively; m0 = ("0c

2)−1 is the perme-
ability of free space.
[15] Now we need to find ~j from the plasma. The

dynamics of individual particles of type s, such as electrons
or ions (s = e, i), is accurately described by Boltzmann’s
kinetic equation, which can be written in the 6‐D divergence
form as
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Here ~vs is the kinetic velocity of the particles s, while
fs(~r, t,~vs) is their single‐particle velocity distribution function
normalized to the particle s density, ns ≡

R
fsd

3vs (the
integration here and below is performed over the entire 3‐D
velocity space); qs and ms are the particle charge and mass;
(dfs /dt)coll is the collision term which includes particle s
collisions and can also include the ionization sources and

Figure 1. Formation of a net nonlinear current (NC) at a
given wave of plasma compression/decompression with
the wave vector ~k in the ~E0 × ~B0 direction. The wave elec-
trostatic field, d~Ek~k, has opposite directions in the plasma
density maxima (dn > 0) and minima (dn < 0), resulting
in the oppositely directed d~E × ~B0 drifts of magnetized elec-
trons. More negatively charged particles move in the −~E0
than those in the opposite direction, resulting in formation
of the net positive current,~jNC, parallel to ~E0.
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Two-stream instability: 
Global effects

than for E0 = 150 mV/m. For the corresponding con-
ductances, we have ∑P

(1) ≈ 1.2∑P
(0), ∑P

(2) ≈ 1.5∑P
(0).

[30] Above we presumed a rather conservative value for the
major HMT parameter,a1 = 1, the same as in work byDimant
and Milikh [2003], Milikh and Dimant [2003], Merkin et al.
[2005b], and Milikh et al. [2006]. Recent 2D and 3D PIC
simulations (Oppenheim et al., manuscript in preparation,
2011) suggest thata1 can actually be closer to 1.5. This would
make sPNC/sPL roughly 50% larger, although due to larger
hdn2i1/2/n0 one may have stronger restrictions on the quasi‐
linear approach.
[31] Note that a steep gradient of the background plasma

density along~B (Lk⪅ 3 km) may result in larger kk /k? for the
linearly unstable FB waves, compared to those in a homo-
geneous plasma, and relaxa1 to well belowa1’ 1 [Bahcivan
and Cosgrove, 2010]. This relaxation should occur in the tens
to hundreds of m wavelength range, largely the same as
presumed by Dimant and Milikh [2003]. There is no rocket
data on the turbulent field in this long‐wavelength range
to discriminate between Dimant and Milikh [2003] and
Bahcivan and Cosgrove [2010] models. In any event, while
these models provide equal hdEk2i to cause equal amounts of
anomalous heating, the corresponding energy dissipation
and sPNL should not be very sensitive to the specific model
of hdE?2 i.

[32] We should also note that our current heuristic model
of developed turbulence does not include the ion thermal
driving mechanism (ITM) [Dimant and Oppenheim, 2004;
Oppenheim and Dimant, 2004]. That is why all our anoma-
lous effects occur strictly below the ion magnetization
boundary, !i = 1. Possible inclusion of the ITM would play a
twofold role. On the one hand, this would expand the altitu-
dinal range of anomalous conductivity to at least a few kilo-
meters higher [Dimant and Oppenheim, 2004] and increase
the total ionospheric conductance accordingly. A modest
reduction in !i due to anomalously heated ions might also
help. On the other hand, near the ion magnetization boundary
the preferred values of the modified flow angle c

~k
deviate

from c
~k
= 0, also due to the ITM as explained by Dimant

Figure 3. Altitude dependence of the FB instability thresh-
old electric field, EThr

min, equations (15) and (16), elevated due
to particle heating for the same values E0 as in Figure 2. The
kinks in EThr

min / (Te + Ti)
1/2 correspond to those in Figure 2.

Figure 4. Altitude dependence of the total (normal and
anomalous) Pedersen conductivity for E0 = 150 mV/m
(in relative units). Curve 0 shows the undisturbed conductivity.
Curve 1 includes additionally the NC‐induced anomalous
conductivity calculated according to equation (23a) with a1 =
1 and c

~k
= 0. Curve 2 shows the total Pedersen conductivity

with the AEH‐affected plasma density elevated according to
the steady state ionization recombination model by Milikh
et al. [2006]. The NC‐induced anomalous conductivity dis-
appears above the ion magnetization boundary’122 km; the
AEH recombination effect vanishes above the top boundary
of anomalous heating ’119.5 km (see the corresponding
kinks in Figures 2 and 3).

Figure 5. The same as Figure 4 but for E0 = 80 mV/m.
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averaged ionosphere and atmosphere models mentioned
in section 2, which do not include an auroral oval. Then
the LFM conductance is modified based on the value of
the disturbance in Figure 1. A self-consistent approach to the
problem at hand would be to incorporate the anomalous
electron heating rate in an ionosphere-thermosphere model
(ITM) energy balance equations, and then use the ITM
conductances to drive the ionospheric simulation of the
global MHD model. Such a study is currently in progress,
while this paper shows a ‘‘proof of principle’’, namely that
the anomalous electron heating may be very important
globally for the evolution of the entire magnetosphere-
ionosphere system.
[14] We first run simulations using an idealized solar

wind and ionospheric model with the solar wind propagat-
ing strictly earthward with 400 km/sec speed, number
density 30 cm!3, and southward IMF (Bz = !40 nT) that
corresponds to a strong driver (IEF of 16 mV/m). Two
simulations were performed: One with 10 S uniform Ped-
ersen conductance and no anomalous heating and one with
the anomalous heating algorithm, where SP(EC) depen-
dence is modeled through the square root function shown
in Figure 1, and the same background conductance. In
both cases the solution converged to a steady state within
1–2 hours following the southward turning of the IMF.
However, the steady state polar cap potential was found to
equal 221 kV in the presence of anomalous heating as
opposed to 352 kV without it.
[15] Next we simulated a real event that occurred on

October 29–30, 2003 (Halloween Storm) using solar wind
data from the ACE SWEPAM instrument [Skoug et al.,
2004]. In this case the background ionospheric conductance
was calculated using the empirical model [Fedder et al.,
1995] and the anomalous heating was modeled using the
day and night profiles shown in Figure 1. To analyze the
effect of anomalous electron heating on the LFM transpolar
potential we choose a period from "1200 UT to "2400 UT
on October 30. This is one of the periods during the
indicated 2-day interval when extremely high solar wind
speeds were observed. Despite moderate magnitude of the
southward BZ the IEF at times exceeded 30 mV/m resulting
in large convective ionospheric electric fields expected to
cause strong anomalous electron heating.

Figure 2. Northern Hemisphere transpolar potential cal-
culated using the indicated models and the DMSP F13
passes.

Figure 3. Comparison of the simulated ionospheric
quantities in the Northern Hemisphere. Note, the potential
in the first panel is negative in the dusk and positive in the
dawn sector convection cell. See color version of this figure
in the HTML.
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First test: Halloween storm 2013
Effect of including the conductance multipliers in a global 

MHD model: Used simplified multipliers and only AEH effect

Merkin et al. [2005]  



Include LFM-RCM coupling
And more accurate conductance model (FB=AEH+NC)

Bz=-30 nT driving



Test	LFM-RCM	simula1on:	constant	IMF	Bz=-30	nT	

No	correc1ons	 Turbulent	correc1ons	

•  Pedersen	conductance	
enhanced	where	E	is	
strong	

•  E	and	Φ	significantly	
reduced	

•  Unlike	uncoupled	LFM,	
strongest	effect	in	
electrojet	



Real storm-time simulation

Wiltberger et al., in preparation, [2016]  

WILTBERGER ET AL.: EFFECTS OF AEH X - 5

Figure 1. Solar wind and IMF conditions during the 17 March 2013 geomagnetic storm

event. Panel a) shows the number density, b) the VX in GSM coordinates. The IMF GSM

Y and Z values are plotted in panels c) and d) respectively.
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Real storm-time simulation
WILTBERGER ET AL.: EFFECTS OF AEH X - 7

Figure 3. Comparison of the CPCP, FAC, and DST time series for the storm event for

the Northern hemisphere . Panel a at the top shows the CPCP in kV. The middle panel

(b) has the integrated FAC. Panel c at the bottom has the DST index. In each panel the

LFM-RCM results are shown with the green line, the AEH results with the purple line.

In the bottom panel the DST obtained from CDAWeb is plotted in blue

D R A F T June 10, 2016, 4:09pm D R A F T
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Real storm-time simulation

Wiltberger et al., in preparation, [2016]  



Real storm-time simulation
WILTBERGER ET AL.: EFFECTS OF AEH X - 9

Figure 5. Temporary Figure comparing DMSP F17 results

Figure 6. Temporary Figure comparing DMSP F18 results

D R A F T June 10, 2016, 4:09pm D R A F T

*Vertical lines mark equator ward edge of electron precipitation in simulation and data

• Strong agreement on dusk side.  
• Dawn side problematic: electron drifts? precipitation in R2 area?
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Real storm-time simulation

Wiltberger et al., in preparation, [2016]  AEH:	more	stretched	tail	



Real storm-time simulation
Pressure in meridional plane

Wiltberger et al., in preparation, [2016]  

• It’s	not	this	different	all	the	1me	
• AEH	has	stronger	pressure	peak	=	more	stretched	tail?	
• Peak	pressure	~100	nPa.	RBSP	15	nPa	(Gkioulidou	et	al.,	2015)	but	above	equator.	
• More	stretched	tail	—	bePer	agreement	with	RBSP?	Hypothesis	—	needs	verifica1on
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• Ionospheric micro-scale turbulence has significant 
macro-scale effects on the magnetosphere-
ionosphere system. 

• Reduces the strength of convection in the 
magnetosphere, leads to better agreement with 
ionospheric data. 

• Important non-linear feedback loop: ionospheric 
turbulence leads (at times) to stronger ring current 
pressure peak, more stretched tail.


